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REGRESS|),
Regression is used to denote estimation or prediction of the average value of one var

specified value of the other variable. One of the variables is called independent or the explgjy d
variable and the other is called dependent or the explaining variable.

ablc for a

“Regression is the measure of the average relationship between two or more va

‘ rables iy
terms of the original units of the data.” M.M. Blair

The estimation or prediction is done by means of suitable equation derived on th
available bivariate data. Such an equation is known as Regression equation and its
representation is called Regression curve.

I. Regression Equation of X on Y is .
X-X=b,(Y-7) X = Value of x

e basis of
geometricy|

ox - : -
=r— (Y - Y) [It estimates X for given Value of Y] X = Mean of x
Gy N - - .

ox = Standard deviation of x series
- r= Correlation coefficient
- Y= Value of Y

Y =Mean of Y
IL. Regression Equation ¥ on X is

Oy = Standard deviation of y series
- b =Slope or coefficient of regression

oy _ .
e X=X [It estimates Y for a given value of A]
* Regression Lines:

' If a bivariate d'ata are plotted as points on graph paper, it will be found that the concentrat.iOn 1
point follows a certain pattern showing the relationship between the variables. When the trend points |
are found to be linear, we

determine the best fitting straight line by Least Square Method. Such
straight lines which are used 1o obta

in best estimates of one variable for given values of the ot
are called regression lines.

If two variables are linearly related, then that

y — + a4
relation can be expressed as Y = bx
Where

‘b’ is the slope of the line relating ¥ to X and ‘a’ is the *¥" intercept of that i

_Aline of regression is the straight line which gives the best fit in the least square s
to given sets of data. )
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315
ression CoefTicient:
e

""" rhe regression coefficient (b) is an ex
" gependent variable (¥) may be Cxpected to
variable (X).

| 1tis denoted by letter b’
l:l.. The regression coefficient of y on X is

Oy (S.D.of}' ;
=byx = p—. Seriey)
T oy Sy

V. The regression coefficient of X

pression of how much (on the average) one
change per unit change in some other independent

of X series)’
on Y is
= bxy = , 2X (8.D.of x Series)
Oy (S.D 0steries) .
, Types of Regression:
() Simple regression:
I. Here the dependent variable (criteri

1on) is a function of 3 single independent variable (predictor).
II. The score of the dependent variab|

. e is predicted from the given Scores of the single predictor.
Example: Height of PErson on hjs weight.
(b) Multiple regression:

l. Here the dependent variable (criterion) is g function of
II. The scores are predicted from the scores
lll. It may be linear or nonlinear.

Example: Thyroid calcitonin on combination of thyroxine secretion & serum calcium.
(c) Linear regression:

two or more predictors.
of more than one predictor.

l. Here the dependent variable (criterion)-is linearly correlated with the predictor (independent
variable).
IL. The scores of the d

ependent variables ére predicted by working out an
line, depending on

€quation for a straight

the linear association between the two.
The statistical analysis
% linear regression analysis

@) Nonlinear regressions:

employed to find out the exact position of the straight line is known

Ithe criterion (dependent variable) has a nonlinear correlation with the prec:icw: i;ind endent
"iable), the scores of the criterion have to be predicted in terms of a :ur:ed ine like a sigmoiq
" hyperbolic or exponential curve, according to their form of association.

' Properties of Regression:

. ot ion of the independent variabje
1. Itis an expression of the dependent variable (criterion) as a function of the
(predictor). ) .. lation between thedepen dent
2. Aregression can be worked out only when there is a ;'lf“ﬁcm
(criterion) and the independent (predictor) varia teri n on a given score of the predictor.
 Regression predicts only a probable score of the criterio o can be worked in tW0 ways,
' 2 1 d With one anOlhel'. ngres . s momer mmssion
| X:C(n_)a eeren Ya:::::b‘l:: l.)l;i::tceriu.erion on variable ¥ as predictor and (if)
-\l) aregressio ! ictor.
- of Variableg-r; as criterion on variable X - pr::::istic called the re
>A regression eauation is worked out using a Scanned with CamScanner

gressiOD coefficient.



e Method of Studying Rogro.sslon:
There are two methods: (a) Graphic metho

d:’ . '
(@) l(?l:h;;h:; i:lt:t::; blotted on a graph paper representing pairs of values of concerneq ,

1. In this diagram independent variable is taken on the horizontal axis and depep dent

the vertical axis. ) L
111 ?l‘l;es: points give a picture of a scatter diagram. A regression line may be drawn in

these points by free hand or by a scale rule.

Algebraic method:
@ 1 ieregression line is a straight line fitted to the data by the method of least squares

1. It indicates the best probable mean value of one variable corresponding to the mean v,

of the other. | |
111. There are always twWo regression lines constructed for the relationship between the twq Variables

viz., X and Y.
Thus one regression line shows regression of X' upon Y and the other shows regression Y upon
X.
Linear regression:
Let the equation in general terms:

d and (b) Algebraic method.

riableg
Va"able

Detweey

b=tan0 »
K" "‘oﬁ‘ _
AN Ao'z‘“‘”
- 3
' 1 unit X i
71ra
Y 02
==T-=02
X axis b X 10

Fig. 14.1. Intercept & Slope for regression line.

L. Y =a + bx where y and x represent two variables, ‘a’ is the y intercept or distance between
the x axis -and the point where the line crosses the y axis.

IL °b’ is the slope or increase in the y value per unit change in x value.

y Y
)
S| (Xp Yl) |
H\(Xy Y)
H (X, Y, |
0R — X (0] X.
cgression of Y on X R i
- nof Yo cgression of Xon Y
Equation of line is y = mx + ¢ Equation of line isx=my + ¢
(a) ()]
Fig. 14.2.

Wi 8) & (b) show regression Y on X and X on Y respectively.
- If the line of re ion i : :
-of yis minimizf; T]:?: 15 50 chosen that the sum of squares of deviation parallel to the axis

: 14.2 ()], it is called the Ii ' and it gIv®
the best estimate of ¥ for any given value of Xf line of regression of Y on X
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Its equation isy=a+ bx

“he slope of the line b in the equation s known as the regression coefficient. It shows that
. 1 changes b times as fast as x.
V . . .
. .Sy,“bohcally the regression coefficient of yon x is byx.

1. If the line of regression is 5o chogen that the sum of squares of deviations parallel to the axis

of x is minimized [Fig. 142 (b)) i is Called the line of regression of X on ¥ and it gives
the best estimate of x for any va)ye of y.

|I. The regression equation ip this case is x = a+ by
lIl. The regression coefficient ofxony is p
xy

Regression Y on x
‘ e _Regression X on v
Line of regression ¥ = pyy 4 c Line of re ion X
The co?ﬁlc1ent ?f Xie, m represent the The ¢ ﬁ‘g‘-.essmn ) e csen
regression coefficient of y on X je, myx. regres:or:cx;fg:. c::tx.:‘... ;l "‘pyl " t the
_Tegres: onYie., mxy.

\

(List of formulae)
1. Regression Y on X:
(@) Regression €quation:
Y=mx + ¢
Y=Y =byx(x- X)
(b) Regression coefficient: bxy = oy

—

Gx
(!) When the deviations are taken from the meap;
dx = x _ 5 .
dy=y-3
i =fo??' or byx = &~ n&y)
S
| x X" - n(x)?
(i) Whep the deviations are taken from the assumedjm
U=x_g4 V=y_p o
(a and p assumed mean of
Xand y Series
res .
Zuv Sy, Pecnvely)
byx = n
zuz _ (Z“)

P2 (L0)(8y) Eo-EA(E)
2 R B

H n
L]
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() Regression coefficient: byx =

L. When the deviations are taken from the mean:

dx = X - X dy =Y - Y
S dx Y dy > xy—x(X.5)
bxy = 5 or bxy = 3 =
>d’y >y —-n(Y)
II. When the deviations are taken from assumed mean:
u=x-a v=y-b

Zuv————zu'zv
_ sz—ﬂ ’

n
IIL. When the original values are used (i.e., raw score):

bxy ___n-xy—sziy or bxy =ny—(2x2y)n
XLy =7 (o)

bxy

* Pronartioc af Dame__ v o~
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L -—Gonelation @ ———— Regression
1. Correlation is the relationship between twg or | 1. Regression is a r,"a‘hefnatical ,
more variables which vary in sympathy with the the average relationship between tw;e sh"win
other in the same or the opposite direction. Va’iihhf
2. Here both the variables i.e., x and y are ran- 2. Hercx is arandorp variable andy s
dom variables. times both the variables may l’ando::ed‘ Son
V .

: indi an,
3. It finds out the degree of relationship between 3. It indicates thc.cause and effey " Wbley
two variables [not cause and effect of the between the variables. t")nship

variable].
4. It is used for testing and verifying the relation- | 4. It is used for Prediction of one value i,
ship between two variables. to the other given value. "

5. The coefficient correlation is a relative measure.] 5. Regression coefficient is an absolute figure it

The range of relationship lies between %I. know the value of independent Variable *
find the value of dependent variable ‘o

6. It has limited application because it is confined | 6. It has wide application as it stygjes lnear g

only to linear relationship between the varia- non-linear relationship between the Variabjey
bles.

7. If the coefficient correlation is positive, then 7. The regression coefficient explains thy the
the two variables are positively correlated and - decrease in one variable is associated with the
vice-versa. increase in the other variable,

Example 1: Compute byx for the following data:
XY :(52), (7,49), 3,3), 4,2), 6 49).

Solution:
X y xy X
5 2 10 2
7 4 28 49
8 3 24 64
4 2 08 16
6 4 24 36

.Zx =30 Z)’=15 ny=94 2x2=l90 n=>5

X
S ZEXY g, 0 2
! 2 2 _ 10 5
szh(zz) 190_ (30)> 190180
bxy =04

| : fio®”
on X f:;n;'?l(elz.zfin(‘; ﬂ;; “:; ';)g" ession equations from the following pairs of °b:er;/’wh¢’
X= 2./5 anq the predicted value :)f X, wznen( ;'-) :';ence find fhe prednc@d
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E sl“ﬁon 321 -
| Y >
/f 2 e v XY
2 3 A 4 2
3 h) 9 6
’ 25
4 6 16 15
5 4 36 24
25
/—' 16 2
15 20 55 3 0
/" : 0 67
X = —5—
z 152)’ 20 n=5 ZXY 67 X—IS-3 ?=_0.=4
5 5
22X =55 Yriogo
ZH_ZXZY 67 15%20
bxy =— n - 5 _67-60 7 0.7
2 2 =Ia "V
Zyz_(z:y) 90 (29) ©90-80 10
5
yy X Y 15x20
LYY -E—Em 61- 67-60 7
byx = n 3 = 52 = B =-—=0,7
ZXZ—(ZX) 55_% 55-45 10
The regression equation Y on X is
Y-Y =bx(X-X)
or Y-4=07X-3)
or Y=07X21+4
=07X+19 1)
The regression equation X on Y is
X-X =by@-Y)
X-3=07(Y-4)
or . X=07Y-28+3 ‘
X =07Y+02 ~(2)

If x = 2.5, then from Equation (1), we get
Y=07x25+19
Y=175+19=3.65

Y = 3.65
lfy 4, 5, then from Equation (2), we get
X=07x45+02

X =315+02=1335
X = 3.35.
I':“l'll!le 3: Calculate regression coefficients byx byx

Y x=55 Yr=88 ZXY=586 zx’=3ss Ty = n=10

———

and bxy for the following data:
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- SXDY g 55x88
ZXY— n : IO2
- - 8
Solution: bxy , ZYZ |”4__(8)
Zy T on 10
586484 _ 102 _ 1020 .
“1114-7744 339.6 3396
X)) Y 55x88
Zxr-z . 586————10 586484
b}’x = 3 = (55)2 385—3025
X —_—
ZX:_(Z ) 385 -
n
_102 _1020_, 536 1.2,
T 825 825

Example 4: Find the correlation coefficient in each of the following cases: () byx < 04
and bx;a= :.9, ill) byx = 1.6 and bxy = 0.4, (ll}) byx = —0.3 and bxy = 12,

Solution: (i) r = Jhyxxbxy = V0.4x0.9 = /0.36 = +0.6

@) r =J1.6x0.4 =J0.64 = 10.8

i) r =v-0.3x-1.2 =0.36 = 10.6 .
(iii) ;i ere byx & bxy are both negative. Hence » must be negative i.c., —0.6.

Example 5: From the following data, calculate (@) correlation coefficient and (b) standarg
‘deviation of ¥ (0, X=085Y Y=10.89X, 0,=3

Solution: |
@r =\Jbxyxbyx r =0.85x0.89 =+/0.7565 = 0.869

b) bxy =rxZx

Oy

or 085 =0.869x—-
Oy

0.869x3 2.607
O'y = =
0.85 0.85

Example 6: (Find the regression coeffici
standard deviations of Y and Y are 4 and 3

or

=3.067.

ents byx and bxy of ¥ on X on ¥ respectively, if

respectively and correlation coefficient between
Xand Yis 0.8, .
Solution: o, =4 °,=3 r=0.38
o (o)
by =r—x byx = —L
g, Ox

4
bxy =0.8X3 b}’x=0'8x%

bry =1.066  pyy =06
bxy = 1.067.

Example 7; The correlation coefficient betwe
X =225, the variance of ¥ = 400, mean of X=104a

€0 X and ¥ is 0.60. If the variance o
the regression lines gf ® Yon X and U X on y,

nd mean of ¥ = 20, find the equation of
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ution:
SO|' o ra. Gi s S, = J225 = 15
ria )
var'ooo X =10 7 -
r=" ~ 2 ‘5
k6 =r—y=0‘6x—=0.8 =0.6x—=0.45%
% 15 bry =0.6x—
1 I Regression equation Y on X je,,
10

Y-Y¥ =hyx(X-,?)
/ V=20 =08 (x 19
i Y=0.8X—8+20

Y =08X+ 12
(i) Regression equation of X op y ie.,
X_¥

X =bxy(y- Y)
X-10=904s (Y - 20)
=045y -9
X =0454 —9 4 10 = 0.45y +
Example 8: You are given the following results of two variables X and Yy
X=3 VY=gs - 0,=11 G,=8 r(X,Y)=0.66.
Find the two regression equations and estimate the Value of X when Y = 78
Solution: bxy =r~‘—066x\—‘-=7-2£=6.90‘75
G, 8 8
o 8 528
byx = r-y—-().66x—=-=0.48
a, n n
The regression equation X on Y is
X=X =by(y-y
X -36 =09075 (Y - 85)

=0.9075Y - 17.1375
X =0.9075Y + 36 - 111375
= 0.9075Y - 41,1375
The regression equation Y on X is
Y=Y =bpx(X-X)
Y-85 =048 (x - 36)
Y = 048X - 1728 + 85
Y =048X + 6172
When ¥ = 75 the value of X will be
X=09075Y - 41.1375

=0.9075 x 75 - 41.137%
= 68.062 - 411375
= 26925
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